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(Buschman et al. 2011; Lara and Wallis 2012). Resource
models of WM allow for such flexibility, suggesting many
possibilities for how storage precision varies across task
parameters (van den Berg et al. 2012; Fougnie et al. 2012).

Computational models that capture behavioral patterns
in multi-item WM are an active area of research (Barak
and Tsodyks 2014). It remains an open question what
neural mechanisms underlie these trends in response
variability. Recent studies have extended the framework
of continuous attractor networks, successful in capturing
error accumulation in single-item WM tasks (Wimmer
et al. 2014), to account for errors observed in multi-item
WM (Edin et al. 2009; Wei et al. 2012; Almeida et al.
2015). These models are well-suited to store memoranda
drawn from a continuous space, such as locations and
colors (See Fig. 1). Recurrent networks comprised of a
locally excitatory population coupled to a broadly tuned
inhibitory population produce “bumps” of persistent neural
activity (Amari 1977; Compte et al. 2000). Bumps encode
the remembered location of a presented angle during the
WM delay period, and fluctuations arising from stochastic
spiking or synaptic transmission degrade memory of the
initial position (Compte et al. 2000; Kilpatrick et al.
2013). Multi-item WM errors arise in these models via
the interactions of multiple bumps, each bump encoding a
distinct angle (Edin et al. 2009; Wei et al. 2012; Almeida
et al. 2015). Bumps can repel, merge, or annihilate one
another via nonlocal synaptic interactions of the network.
For randomly chosen angles, the relative precision of recall
decreases with set size according to a power law (Wei
et al. 2012), as in Bays and Husain (2008). Thus, a
multiple bumps model of WM appears to reconcile observed
behavioral trends with known neural circuit mechanisms for
storing WM using persistent activity.

These previous studies were performed using large-
scale spiking simulations, however, and could not draw
clear connections between parameters and the model’s WM
performance. An advantage of using neural field equations

A







J Comput Neurosci











J Comput Neurosci

5 10 15
-20

-15

-10

-5 

0  



J Comput Neurosci

A

B

C

D







J Comput Neurosci

2 4 6 8 10
0

0.3

0.6

0.9

1.2

1.5







J Comput Neurosci



J Comput Neurosci











J Comput Neurosci

Laing, C.R., & Troy, W.C. (2003a). Pde methods for nonlocal models.
SIAM Journal on Applied Dynamical Systems, 2(3), 487–516.

Laing, C.R., & Troy, W.C. (2003b). Two-bump solutions of amari-
type models of neuronal pattern formation. Physica D: Nonlinear
Phenomena, 178(3), 190–218.

Laing, C.R., Troy, W.C., Gutkin, B., Ermentrout, G.B. (2002).
Multiple bumps in a neuronal model of working memory. SIAM
Journal on Applied Mathematics, 63(1), 62–97.

Lara, A.H., & Wallis, J.D. (2012). Capacity and precision in an animal
model of visual short-term memory. Journal of Vision, 12(3), 13–13.

Lim, S., & Goldman, M.S. (2014). Balanced cortical microcircuitry
for spatial working memory based on corrective feedback control.
Journal of Neuroscience, 34(20), 6790–6806.

Lu, Y., Sato, Y., Si, A.mari. (2011). Traveling bumps and their
collisions in a two-dimensional neural field. Neural Computation,
23(5), 1248–1260.

Luck, S.J., & Vogel, E.K. (1997). The capacity of visual working
memory for features and conjunctions. Nature, 390(6657), 279.

Luck, S.J., & Vogel, E.K. (2013). Visual working memory capacity:
from psychophysics and neurobiology to individual differences.
Trends in Cognitive Sciences, 17(8), 391–400.


	Synaptic efficacy shapes resource limitations in working memory
	Abstract
	Abstract
	Introduction
	Neural field model of visuospatial working memory
	Model definition
	Single bump solutions
	Interface equations for a single bump

	Dynamics of two interacting bumps
	Interface equations
	Dynamic gradients
	Static gradient approximation


	Performance

	Multiple interacting bumps
	Network capacity
	Interface equations
	Performance

	Extensions to multiple stimulus features
	Discussion
	Acknowledgements
	Compliance with Ethical Standards
	Conflict of interests
	References


