
Product Cycle Dynamics with Heterogenous Industries�

Yuchen Shaoy

November 7, 2013

Abstract

This paper investigates a dynamic product-cycle model with industrial heterogeneity in R&D

productivity when intellectual property rights are imperfectly protected. Northern �rms might



1 Introduction

Many manufacturing goods seem to go through a standard international product cycle, in which

they are invented and initially produced in an advanced economy (the \North") and production of

a standardized version is eventually shifted to lagging economies (the \South") via some form of

technology transfer, whether foreign direct investment (FDI) or simple imitation of traded goods.

In Vernon’s (1966)[33] classic conception, all products are subject to these basic dynamics and a

continuous cycle of birth, death and rebirth of new goods occurs. This assumption of homogeneity

persists through many extensions of the product cycle model, including the dynamic, general-

equilibrium versions begun by the seminal model of Grossman and Helpman (1991a)[11]. However,



medium-technology (product cycle), and high-technology industries. In particular, Lu solves for

cuto�s determining industries that \move out" (i.e., goods that transfer permanently through

FDI or become product-cycle goods) or \move up" (i.e., innovation and production remain in the



time and its subsequent inuence on the direction of trade. At the early stage of a commodity’s

life cycle, it is produced in the country where it is invented, usually the United States, since there

is a large market over there. As technology becomes more and more standardized, production will

migrate to less developed countries to exploit low marginal cost. This shifting process is called

\product cycle". However, Vernon only mentions FDI as the only way to transfer technology.

Besides, he elaborates his idea with examples. Facts and theories are anticipated.

Afterwards, a whole literature on \ product cycle" has emerged to further address this issue.

Basically, there are two dimensions of development, implying di�erent theoretical results. One

branch of framework depends on horizontal di�erentiation. Innovation takes the form of product

expansion. New varieties come out and substitute the old one. The other branch considers ver-

tical di�erentiated products. Innovation improves product quality continuously while keeping the

number of varieties unchanged.

2.1 Horizontal Di�erentiated

As a precursor, Krugman (1979)[21] formalizes the leakage of technology to developing countries

by building up a dynamic horizontally-di�erentiated model. Labor is assumed to be the only

input1. There is a continuing process of innovation, in the form of creating new products. The

North specializes in inventing, producing and exporting these new goods. Meanwhile, new goods

gradually turn into old goods and their technology are learnt by the South. Then the North begins

to import these goods from the South. Hence, the \imitation lag" gives rise to international trade.

Note that both rates of innovation and transfer are taken as exogenous here. Although labor in

the two countries is equally productive, wage in the North is relatively higher. Either a slow down

in innovation or a speed up in transfer may narrow this di�erential.

Dollar (1986)[1] further takes factor-price equalization of the neoclassic model into account.

Capital is introduced as the second factor and moves slowly across borders. The most important

adjustment is to assume that there is a di�erence in production costs between the North and South,

which determines the rate of transfer positively, while keeping the rate of innovation exogenous.

Meanwhile, Jensen and Thursby (1986)[16] suppose that a Northern monopolist and a Southern

1Krugman (1979) also spends a short section to discuss the possibility of international mobile of capital, which
leads to foreign investment. However, that is not the focus of his paper.
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planner decide the rates of innovation and imitation respectively. Afterwards, they (1987)[17]

modify the number of innovators to greater than one, but reverts to the exogeneity of imitation.

On the basis of Krugman (1979), Helpman (1993)[14] considers the welfare consequences of

tighter intellectual property rights protection (IPP) in the South. Innovation is then endogenized.

The strength in IPP is expressed by a decrease in the exogenous imitation intensity. It not only

impedes the pace of Northern innovation, but also may hurt the South by reallocating production

towards Northern �rms. Krugman (1979) also considers a model with FDI; however, innovation in

that case is exogenous.

Still with exogenous imitation, Lai (1998)[22] con�rms Helpman (1993)’s positive feedback of

the rate of imitation to the rate of innovation. However, he claims that this relationship only holds

when imitation is the unique channel of technology transfer. When endogenous FDI decision is

taken into consideration, the correlation turns out to be negative if the rate of multinationalization

is high enough or the rate of pre-FDI imitation is tiny. Stronger IPP enhances the incentive

to innovate in the North, and also promotes shifting production to the South. In addition, the

Northern relative wage will be reduced.

Not only transfer method is important, but also the endogeneity of imitation is crucial. Intu-

itively to think, imitation is a costly activity. Firms will response to its cost and optimally allocate

their resources between imitation and production. Taking imitation activity as given obviously

misinterprets �rms’ behavior.

Grossman and Helpman (1991a)[10] endogenize both rates of innovation and transfer by setting

up a general equilibrium model. The Northern oligopolist continuously faces a threat from the

Southern imitators and may lose its market leadership after a random period of time. Faster

imitation ultimately improves the incentives to innovate. If the wage gap is not too large, an

increase in the relative size of Northern population retards the pace of imitation, and hence raises

the share of varieties located in the North. Also, it raises the Northern relative wage, which is the

opposite to Krugman’s (1979) �nding.

Branstetter and Saggi (2011) extends Grossman and Helpman (1991a) by adding endogenously-

determined FDI. They also let the Northern �rms to choose production location by themselves. In

their paper, tighter IPP brings down the possibility of imitation, but encourages FDI. As a result,
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the share of Southern products in the global market gets increased. If the price of multinationals’

products is higher than that of Southern imitators, the real wage of Southern workers will increase,

while that of Northern workers will fall.

Further more, Gustafsson and Segerstrom (2011) modify previous work by treating transfer

within multinational �rms with a price. At �rst, new varieties are invented in the North and

manufactured over there. Then Northern �rms conduct adaptive R&D and later shift production

to the low-wage South in order to get more pro�ts. However, the foreign a�liates is exposed to

imitation risk from Southern local �rms. Once the imitation is successful, Southern imitators occupy

the whole market share. Speci�cally, the strength in Southern IPR is modeled as a reduction in

imitation rate. This change in IPP leads foreign a�liates to raise their R&D expenditures, making

the speed of transfer to increase.

2.2 Vertical Improvement

In a partial equilibrium model, Gabszewicz et al. (1981)[4] begin to discuss the existence of trade

in terms of di�erent quality levels. However, the quality levels in his paper are all exogenously

given.

Both Flam and Helpman (1987)[3] and Stokey (1988) [31] work on a framework with continu-

ously introducing new high-quality goods and abandoning low-quality ones. In the former paper,

the incentive to upgrade the product qualities stems from faster technology progress in the South

and also consumer income di�erences. Gradually, relatively-low-quality goods shift their produc-

tion to the South. However in Stokey (1988), learning-by-doing is the driving force behind the

transfer.

Segerstrom et al. (1990) [29] assume that the time interval between two successive innovations

is a deterministic decreasing function of resources devoted and R&D is conducted sequentially to

a �xed number of industries. The portion of industries located in the South is exogenously given

by the patent duration in the North. In Grossman and Helpman (1991c)[12], each product climbs

up its own quality ladder simultaneously and stochastically. With Bertrand competition, the �rm

with the lowest quality-adjusted price controls the whole market. Both innovation and imitation

are endogenous, and optimal resource allocation determines the split of production between the
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take place in the North, by the form of improving product quality. When a Northern leader

loses its market due to other �rms’ innovative endeavors, it may choose between further innovate

(called \moving-up strategy") and invest in the South (called \moving-out strategy") according to

the potential return. With the instinct heterogeneity, this ex-leader’s decisions are di�erent from

industry to industry.

In particular, �rms in high R&D productivity industries always prefer moving-up strategy and

keep on inventing new generations of products. The Northern leader is the dominant exporter

and the top-of-the-line blueprint owner. None of the product lines migrates to the South. To the

contrary, in industries with medium or low R&D productivity, �rms prefer moving-out strategy

and reap cost savings in the South. These relocated �rms control the whole market. It is worth

noting that medium-technology industries continuously experience product cycle between the two

countries. When manufacturing is directed by MNEs, the Northern inventors deploy resources in

R&D and then win back their world demand. Afterwards, the followers invest in the South with a

previous version. Finally, for low-technology industries, no �rm is willing to innovate. Technology

stagnates in the South.

My paper further extends Lu (2007) by allowing imitation, since it is a very common channel

of international technology transfer. An important goal of this paper is to determine whether the

Northern �rms’ moving-up and moving-out decisions are a�ected by the exposure to imitation, and

how stronger IPP in the South a�ects the steady-state equilibrium. I �nd that the range of product

cycle industries does get smaller with the risk of imitation; however, the tighter protection helps

the multinationals regain con�dence in the Southern market.

3 The model

This section makes a brief description of the model. There are two countries in the world, an

industrialized North and an underdeveloped South. Labor is the only factor in the economy and

is immobile between countries. Hence, the labor endowments in the North and South are �xed to

be L and L�



!(t) is exogenously given and only can be changed by the relative labor endowment. Finally, trade

is frictionless across borders.

There is a continuum of industries around the world, indexed by z 2 [0; 1]. Within each industry,

there is a continuum of varieties y 2 [0; 1], available at di�erent quality levels. As a result, the

product space is de�ned on a unit square indexed by (z; y) 2 [0; 1]�[0; 1]. The quality of version j of

product (z; y) is denoted by q(z; y; j) = �(z; y)j , where �(z; y) is the step size of quality increment

and also indicates its R&D productivity. Moreover, I assume that �(z; y) = �(z); �(0) = 1, and

�(z)0 > 0. The quality increment within each industry is the same. The industries are ranked by

their R&D productivities, which is increasing in z.

Similar to other product cycle works, the North and the South are thought to have di�erent

technology capacities. Supplied by highly-trained workers and equipped with advanced machines,

the Northern �rms can put forward the quality frontier through costly innovation. They also can

choose to transfer existing blueprints to the South and become multinational enterprises (MNEs),

in order to exploit the cost advantage over there. On the other side, the Southern �rms are

ine�cient in innovation; therefore, imitative activities are undertook to copy the existing designs of

multinationals. Once the Southern imitators succeed, the Northern �rms will lose their dominance

in the market.

3.1 Consumer’s problem

The speci�cation of the consumer’s problem is similar to Lu (2007). Consumers around the world

share identical and homothetic preference. For simplicity, I only show the utility function of the

Northern consumers here. The Southern consumers follow the same rule to make their decision. In

particular, a representative consumer seeks to maximize his/her intertemporal utility below

U = E0[

Z 1
0

e��t log u(t)dt] (1)

where E0 is expectation conditional on the information available at time 0, and � is the common

subjective discount factor. The instantaneous utility log u(t) at time t over di�erent generations of
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products is of the form:

log u(t) =

Z 1

0

Z 1

0
log[

J(z;y;j)X
j=0

q(z; y; j)X(z; y; j; t)]dydz (2)

where X(z; y; j; t) denotes the consumption for quality level j of product (z; y) at time t, and

J(z; y; t) denotes the highest quality level available of product (z; y) at time t.

The representative consumer maximizes his/her lifetime utility (1) subject to an intertemporal

budget constraint
R1

0 e�R(t)E(t)dt � A(0). E(t) is the aggregate expenditure of consumers at

time t, and A(0) is the present value of lifetime income plus initial asset holdings. In addition,

R(t) =
R t

0 r(s)ds is the cumulative interest rate up to time t, where r(t) is the instantaneous interest

rate. Accordingly, the optimal path for spending E(t) is speci�ed as

_E(t)=E(t) = r(t)� � (3)

There are three stages of a consumer’s maximization problem: �rstly, how to allocate lifetime

wealth over time; then at each instant, how to allocate expenditures across products in each indus-





as well, and can be di�erent from industry to industry. A bigger endeavor of upgrading e�orts

leads to a higher possibility of success, but no level of investment will guarantee it. Note that the

innovation intensity �(z) might be di�erent from industry to industry. Additionally, getting a new

patent rewards the �rm a value of vNdt. In order to prevent unlimited R&D, the expected bene�ts

should not exceed the relative costs. That is to say, for each industry,

vN � !aN with equality if �(z) > 0 (5)

In fact, there are two pricing strategies for a producing Northern leader. On one hand, without

competitors from the South, the most recent innovator can make a really high mark-up and charge at

pN (z) = �(z)J�J
�
! (or a tiny � smaller). J� is the highest level of quality that has been transferred

to the South. Obviously, J� � J . The unit production cost for Firm N is !, which is the relative

wage between the North and South. Hence, this speci�c price pN reects consumers’ willingness

to pay for a higher-quality version multiplied by the marginal cost. The expected instantaneous

pro�ts �N (z) = (pN�!)XN (z), where XN (z) = EW

�(z)J�J�!
is the quantity sold globally. As a result,

the pro�t function is presented as

�N (z) = [1� 1

�(z)J�J�
]EW (6)

On the other hand, Firm N might compete with �rms from the South, either imitators or

multinationals. Since the manufacturing cost overseas is lower, the Northern leader is unable to

set the price as high as before. The highest price possible is the maximal value between the

quality di�erence between regions and its marginal cost. That is, pN (z) = maxf�(z)J�J
�
; !g (or

a tiny � smaller). If �(z)J�J
�
< !, which is more common in lower-technology industry, we have

pN (z) = !. Then instantaneous pro�ts of the �rm are �N (z) = [pN (z) � !]XN (z) = 0, where

XN (z) is the total sales. When further taking the initial R&D cost into account, no �rm would

like to conduct innovation since they lose money. However, if �(z)J�J
�
> !, which is the case in

higher-technology industries, pN (z) = �(z)J�J
�
. Making a sale of XN (z) = EW

�(z)J�J�
, the leader
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�(z)J�J
�
EW

! . Correspondingly, the instantaneous pro�ts are

�F (z) = [pF (z)� 1]XF (z) = [1� �(z)J�J
�

!
]EW (8)





changed and moves to the left. The second cuto� is the same as Lu (2007). It means that with the

risk of imitation in the South, more Northern �rms take "moving-up strategy" and the measure

of product-cycle industries shrinks. I am also interested in possible inuences on these cuto�s,

especially the strengthened IPP in the South.

4.1 The cuto�s

Proposition 1 Let F



While, in the rest of industries z �H 2 [0; �z), moving-out strategy is preferred to moving-up

strategy. Cheap labor force in the South attracts the followers to invest overseas. The quality

level of the active MNE leader J� is one step behind the Northern leader. In Lu (2007)’s paper,

the expected market value for J� in steady state is vF (z �H) = �F (z �H)dt + (1 � rF (z �H)dt)[(1 �

�(z �H)dt)vF (z �H) + �(z �H)dt � 0], where rF (z �H) is the instantaneous rate of return of the MNE leader.

�(z �H) is the probability of displacement by a superior version faced by J�. However, by permitting

imitation, the vF (z �H) function is altered to be vF (z �H) = �F (z �H)dt+ (1� rF (z �H)dt)[(1� �(z �H)dt�

MF (z �H)dt)vF (z �H) + �(z �H)dt � 0 + MF (z �H)dt � 0]. The possibility of displacement by successful

imitation of Firm S is added. Solving rF (z �H) out, I obtain a function di�erent from Lu (2007):

rF (z �H) =
�F (z �H)

vF (z �H)
� �(z �H)�M (10)

In particular, from Section 3, it is calculated out that �N (zH) = [1 � 1
�(z) ]EW , and �F (zH) =

[1 � �(z)
! ]EW . It is obvious that �N (zH) is increasing in zH , and �F (z �H) is decreasing in z �H . In

the cuto� industry �z0, the nearest follower is indi�erent between the moving-out strategy and the

moving-up strategy. That is to say, the FDI venture and the R&D venture are equally pro�table,

i.e. rN (z
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By solving out equation (12), there are two possible results. The �rst cuto� function is

F (z) � �B �
p
B2 � 4AC

2A
(13)





Combined with free entry condition vN (zM ) � !aN = 0, the potential incremental rate of return

equals to

rP
�

N (zM ) =
�P
�

N (zM )��P�F (zM )

vP
�

N (zM )
� �(zM ) =

(1�!(zM )

�(zM )
)EW�(1��(zM )

!
)EW

!aN
� �(zM ) < 0

4.2 Industry characteristics

Recall that the �rst cuto� is the solution �z0 to a complicated function (12), and the second cuto�

is the solution z0 to G(z) = �(z)2 = !. The product cycle composition is presented in Figure 3.

4.2.1 High-technology industries

High-technology industries zH are all located in the North, where zH 2 ZH = [�z0; 1]. The measure

of these industries are denoted as nH . Obviously, nH = 1� �z0.

When a new generation comes out in the North, the innovator becomes the leader J(zH) =

J�(zH) + 1. Without competition from the South, the price charged is a slightly lower than

pN (zH) = �(zH)!, in order to debar all potential rivals. The total sales are XN (zH) = EW

�(zH)!

world-widely, making its instantaneous pro�ts �N (zH) = (1 � 1
�(zH))EW . The leader’s expected

value is vN (zH). No arbitrage condition is vN (zH) = �N (zH)
�+�(zH) , with the probability that a higher

version of quality comes into being. In equilibrium, free-entry into R&D venture requires that the

expected bene�ts equal costs, that is, vN (zH)� !aN = 0.�(



Northern �rms’ interest to innovate, while a higher Northern wage, innovation cost or consumer

discount rate reduces it.

In a nutshell, the high-technology industries stay in the North and the quality of products is

upgraded continuously. None of the production line shifts to the South.

4.2.2 Low-technology industries

Because of imitation, the low-technology industries present di�erent characteristics from Lu (2007).

In fact, they are separated into two parts: the group of Firm F (denoted by zL1) and the group of

Firm S (denoted by zL2). It is easy to think that zL1 + zL2 =



hire labor at a lower cost.

4.2.3 Medium-technology (product-cycle) industries

For any medium-technology product zM 2 ZM = [z; �z0]. There are three repeatable stages, which

makes production to cycle between the North and South. In Stage 1, the multinational leader wins

the Bertrand game and its quality is one step behind the industry leader. These industries are

denoted as zM1. In Stage 2, the Southern imitators might learn from the multinationals and have

possibility to copy the patent. Once they succeed, they capture the entire market. There industries

are denoted as zM2. In Stage 3, the Northern leader wins the Bertrand game again and its quality

is two steps above the multinational leader. These industries are denoted as zM3. In total, it is

zM1 + zM2 + zM3



pro�ts are �S(zM2) = 0. Free entry condition makes vS(zM2) = 0. No arbitrage condition requires

vS(zM2) = �S(zM )
�+�(zM ) , with the probability that the Northern leader wins the pricing game and

controls the market again.

Finally, production will return to the North if the innovators achieve success, and then the

product cycle completes. There are two sources for the Northern �rms to seize market: from a

multinational leader or a Southern �rm. The quality is now two generations ahead of the South,

i.e. J(zM3) = J�(zM3) + 2. Price is set at pN (zM3) = �(zM )2, and quantity is XN (zM3) = EW

�(zM )2 .

The instantaneous pro�t is �N (zM3) = (1� !
�(zM )2 )EW . No further innovation will take place since

it is unpro�table. But the followers try to engage in FDI, and �(zM ) > 0. Free entry condition is

vN (zM3)� !aN = 0. No arbitrage condition is vN (zM3) = �N (zM )

3 )



All medium-technology industries aggregate to be

nM = nM1 + nM2 + nM3 = �z0 � z0 (18)

The total measure of low-technology industries is

nL = nL1 + nL2 = z0 (19)

Product cycle only appears in medium-technology industries. The ows of goods adapted to

the South via FDI and re-innovated in the North are constant in steady state, as shown in equation

(20). Note that there are two sources of Northern innovation: multinationals and Southern local

�rms.

�(zM ) � nM3 = �(zM ) � (nM1 + nM2) (20)

From the equations (18) and (20), the measure of medium-technology industries dominated by

Northern innovations is

nM3 =
�(zM )(�z0 � z)
�(zM ) + �(zM )

(21)

The labor market in the North is

L =
EW

�(zM )2
� nM3 +

EW

�(zH)!
� nH + �(zM )aNnM1 + �(zM )aNnM2 + �(zH)aNnH (22)

The �rst two terms on the right hand are the workforce engaged in manufacturing, and the last

three terms are the workforce engaged in innovative R&D.

The labor market in the South is

L� =
�(zL)EW

!
nL1 +

�(zM )EW

!
nM1 + EWnL2 + EWnM2 + �(zM )nM3aF (23)

On the right hand, the �rst two terms are the workers engaged in multinational manufacturing in

low-technology and medium-technology industries respectively; the next two terms are the workers

employed by Southern local �rms in low-technology and medium-technology industries respectively;
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and the last term is the workers engaged in adaptation; and the last two terms are the workers

participated in adaption. There is no labor employed to engage in imitative R&D.

I de�ne the aggregate rate of innovation �(z) = �(zM )nM1 + �(zM )nM2 + �(zH)nH . Taking this

de�nition into equation (22) and also plugging in (17), (18) and (21), I solve out

�(z) =
L� EW

�(zM )2
�(zM )(�z0�z)
�(zM )+�(zM ) �

EW (1��z0)
�(zH)!

aN
(24)

The aggregate rate of adaptation is de�ned as �(z) = �(zM )nM3. From equation (20), I can

write � in term of ~� and other known functions.

�(z) = �(z)� �(zH)(1� �z0) (25)

where the function of �(z



�(z)0 = 0:1 + 3z2 > 0, and in the extreme case �(0) = 1. Hence, all previous assumptions of �(z)

are satis�ed. All parameter values are summarized in Table 2.

5.1 Shifts of the �rst cuto� �z0

First of all, I focus on the possible shift of cuto� points due to imitation. Obviously, the second

cuto� point is the same as Lu’s (2007) original point. I draw my cuto� functions and Lu’s in

the same Figure 4. The benchmark values in Table 2 are taken to sketch. The horizontal line

represents the industry index from 0 to 1. f(z) is the �rst cuto� function before imitation is added

(Lu’s (2007) result), and F (z) is the corrected function with imitation. One of the solutions in

equation (13) is dropped since it is negative with my parameter values7. It is very clear to see that

the �rst cuto� point (where the F (z) and f(z) curves cross the horizontal line ! = 1:2) has moved

left from �z to �z0. Meanwhile, the second cuto� point z (where the G(z) curve cross ! = 1:2) does

not change. Part of previous medium-technology industries have switched to be high-technology

ones, and hence the collection of product-cycle industries has been narrowed. It becomes safer to

stay in the North when the multinationals face the risk of imitation, and then followers in more

industries prefer moving-up strategy to moving-out strategy.

Proposition 3 Adding imitation, fewer industries are transferred from the North to the South.

The measure of product cycle industries gets narrowed.

Next, I investigate the determinants to the cuto� points. Comparative statics are conducted

with respect to various factors, such as the increment to quality, R&D costs, labor endowment and

so on. Table 3 summarizes the simulated results. Further with the help of Figure 5 to 10, I show

the movement of the cuto� functions as a result of the changes. Except Figure 10, all solid lines are

plotted with the minimum values in Table 2, while all dashed lines are plotted with the maximum

values. For simplicity, the f(z) function is omitted from now on. I only experiment results with

my own cuto� functions.

(1) E�ect of relative wage !

7The one dropped is F (z) � �B�
p
B2�4AC

2A
, where A = aNL, B = aNL

���(z)aNL�aNaFM � (1� 1=�(z))aFL,
and C = ��(z)aNL

� � (1� 1=�(z))aFL
�.
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of product cycle industries is pushed toward the high-technology end of the industry spectrum.

(4) E�ect of the adaptation cost aF

Opposite to an increase of aN , the adaptation cost aF and F (z) is positively correlated. Hence,

the



makes them to earn a positive pro�t for a longer period. More Northern followers will join in the

group to conduct FDI.

Proposition 4 The strength in Southern IPP expands the number of product-cycle industries.

6 Empirical tests

In the theoretical part, I set up a dynamic product cycle model with vertical di�erentiation. Hetero-

geneity in industrial R&D productivity drives non-producing �rms to endogenously choose between

push upward quality frontier or migrate manufacturing to the South. Particularly in industries of

moderate technology levels, the production line moves back and forth between the North and South.

These so-called product-cycle industries confront with a risk of Southern imitation, which can be

relieved by tighter IPP. This section is to test empirically whether enhanced IPP in the South

promotes the development of product-cycle industries.

6.1 Previous works

Compared to substantial theoretical works on product cycle, the investigation on related empirics

is far lagging behind. The biggest empirical issue evolves identifying product cycle. Usually, trade

economists believe that dynamics in production location results in a switch in trade balance. The

Southerners initiate exporting to the North when the know-how leaks into their countries. On the

basis of this change, the economists successfully capture the existence of product cycle by and large.

The most common technique is to look into the depth of U.S. trade balance. Firstly put forward

by Gagnon and Rose (1995)[5], a product cycle good is de�ned as any Standard International Trade

Classi�cation (SITC) 5-digit code of whom a country trade balance changes from a net exporter

to a net importer. Zhu (2005)[36] adjusts this de�nition to convert from a pure importer (positive

imports and zero exports) to an exporter. Moreover, Xiang (2005[34], 2007[35]) compares the

product listings of the 1987 Standard Industrial Classi�cation (SIC) manual and the 1972 SIC

manual, and claims that the new goods are those recently produced in the U.S. between 1972-1987.

Then for each 4-digit industry, the South’s new products exports (to the U.S.) relative to the

North’s, normalized by the South’s old products exports relative to the North’s, reveals a U-shape
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over time. On average, it takes the South �fteen years to catch up with the North. This discovery

lends support to the product cycle theory.

All three papers mentioned above distinguish out product-cycle goods for each individual coun-

try. Feenstra and Rose (2000)[2] attempt to rank goods world-widely. They argue that commodities

start exporting to the U.S. in an order of complexity. That is to say, the later a good appears in

the global market, the less sophisticated it is. Since any product is exported by a partial list

of countries, taking account of these \missing" observations make their work a very complicated

process.

Based on more disaggregated Harmonized System (HS) ten-digit level data, Schott (2002)[28]’s

method is totally di�erent. The degree of intra-industry trade (IIT) is considered to be a striking

signal of production shifting. The U.S. exports share a similar product mix with relatively high-

wage countries. In a few industries, textile for example, they are substituted by low-wage countries,

although the unit values of U.S. exports for overlapped products are still signi�cantly higher. It

indicates that the U.S. is moving up its production line while shifting out some dated ones to

developing countries.

6.2 Basic speci�cation

To track the changing pattern of product cycle trade across industries, I adopt Zhu’s (2005)[36]

concept. Recall that if a country turns from an importer (positive imports and zero exports) from

the U.S. to an exporter to the U.S., this speci�c product is classi�ed to be a product-cycle good.

The shift in bilateral trade status accords with the essential feature of product cycle theory. As

pointed out by Zhu (2005), it is di�cult to observe the switch pattern at higher levels of aggregation,

and the U.S. trade dataset from the NBER has changed the goods classi�cation for a few times.

So she picks up the longest 1978-88 period with products de�ned at SITC (Rev. 2) 5-digit level.

I take advantage of the most disaggregated data available to the public. A product is de�ned

as any HS10 code shipping from a certain country. An industry is de�ned as any SIC 4-digit code.

Since the HS codes came into use in 1989, I focus on trade data after that year. More aggregated

de�nition of product and industry with longer sample period will be checked in the robustness part.

Basically, there are two requirements for a product-cycle good: �rst, a country must export this
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good to the U.S. after 1989; second, before exporting, this country must have imported this good

from the U.S.

Then for each industry, I calculate out the share of product cycle trade. Let XP
cjt be the total

export value of product-cycle goods and Xcjt is the export value of all goods, where j indexes for

industry, c indexes for country and t indexes for year. The product-cycle intensity is de�ned as

PCcjt = XP
cjt=Xcjt (28)

This intensity is a number between 0 and 1, making it comparable across countries.

There are two potential causes for any change in the product-cycle intensity: the number

of product cycle goods within an industry (the extensive margin) and the volume of trade (the

intensive margin). Due to Zhu (2005)’s de�nition, once a product cycle good is recognized, the

extensive margin is consistent over time. From my theoretical model, the South starts exporting a

good when the Northern followers migrate production to it, and later the know-how may be learnt

by local �rms. As assumed, the cost of imitation is negligible due to perfect competition in the

South. The only thing to concern about is the investment from the U.S. On the other hand, for

the intensive margin, the determinants of trade volume have been examined substantially. Trade

costs, factor endowment, �nancial development, institution quality all might be inuencing factors

(Keller and Yeaple, 2013[20]; Manova, 2013[24]). I need to take these factors into account.

One big merit of measuring a trade share instead of trade volume is that some common impacts

on bilateral trade have been ruled out. As long as they have symmetric e�ects on the product cycle

goods and other products of the same industry, the product cycle intensity is not a�ected.

An observation is a 4-digit SIC industry j from country c in year t. The baseline speci�cation

looks as follows.

PCcjt = �j + �t + �1 � IPPct + �2 � IPPct �R&Djt + �3 � IPPct �R&D2





product cycle trade may choose to adopt a tighter policy on intellectual property rights. To deal

with this issue, I employ instrumental-variable approach. Any valid instruments should be corre-

lated with a country’s IPP enforcement, but uncorrelated with the standard errors.

In a few literature (Nunn, 2007[26]; Maskus and Yang, 2012[25]), the colonial or historical origin

of a country’s legal system is adopted as a natural candidate. It obviously relates to the degree of

IPP, but seems no direct impact on trade. A country’s legal system may emanate from any of these

�ve origins: British common law, French civil law, Socialist law, German law and Scandinavian

law. Among them, the Scandinavian law is taken out to be the reference group, in order to prevent

collinearity. A group of dummy variables Bc, Fc, Sc and Gc is created to indicate whether a country

c’s legal system comes from British, French, Socialist or German respectively. Interactions will also

be instrumented. Other instrumental variables may also be used.

6.3 Data source

The fundamental dataset I rely on is unbalanced U.S. trade panel in years 1989-2006 from the

NBER8. It is the most disaggregated dataset publicly available, down to 10-digit Harmonized



coverage of �elds of technology, membership in international patent agreements, provisions for loss

of protection, legal enforcement, and patent duration. Each aspect takes a value between 0 and

1, and are summed up to get the GP index. This index is available every �ve year in a period of

1960 to 2005. However, a higher value of the GP index does not necessarily indicate an e�cient

administrative and judicial enforcement. Later, the Hu and Png (2013)[15] index (PR for short)

comes out to correct for problems with GP. It is the product of two variables: PR = GP �Fraser,

where Fraser is the Fraser Institute’s index of legal systems and property rights9. This index

ranges from 0 to 10 and exists at �ve-year intervals from 1970 to 2005. The PR index is my

primary proxy for IPP enforcement. The GP index is also employed in the robustness part.

The Bureau of Economic Analysis provides open access to limited information about U.S. direct

investment abroad, at a total of only 59 countries. So I choose the annual records of inward FDI

stock from all countries instead, which is available on the UNCTAD website. Furthermore, the

measure of �nancial development is the amount of credit by banks and other �nancial intermediaries

to the private sector as a share of GDP (private credit), which I obtain from the World Bank’s

Financial Development and Structure Dataset.

GDP per capita is gross domestic product divided by midyear population in current U.S. dollars.

Simple mean applied tari� is the unweighted average of e�ectively applied rates for all products

subject to tari�s calculated for all traded goods, available from 1988. The adaptation cost is the

business start-up procedures as a percentage of GNI per capita. It is calculated since 2003. All

three controls come from the World Bank indicators.

Data on factor endowments are from Maskus and Yang (2012). The relative skilled-labor



6.4 Descriptive statistics

In all, the baseline panel data contains 348 four-digit SIC manufacturing industries from 37 countries

every �ve year from 1990 to 2005. There is a total of 8,971 country-industry combinations, and

22,278 observations in total. Among these sample countries, ten countries’ legal system originates

from England; China, Hungary, Poland and Romania originates from the Socialism; South Korea

originates from Germany, and the rest are all original from France.

Summary statistics are shown in Table 5. Speci�cally, PC is the product cycle intensity. The

average value of my product-cycle intensity is a little lower than Zhu (2005), since my de�nition is

more disaggregated. Figure 11 is a 50-bin histogram of product-cycle intensity. Not very surprising,

51.52% of observations have a zero value of PC and more than 75% observations has an intensity

below 0.161. Moreover, Figure 12 describes the distribution of industrial R&D intensity. The 50-bin

histogram skews to the left. With a tiny average of 0.022, it ranges from 0 to 0.337.

Table 6 and 7 test the correlation among regressors and IVs. The correlation between PC

and PR is a small positive number of only 0.065. The correlations among the dependent variable

and legal origin are all very small. If a country’s law originates from the Socialism and Germany,

it seems a negative correlation with the product cycle intensity. Also, it is negatively correlated

between PC and geographic distance. The farther is this country away from the U.S., it is less

likely for it to receive investment and learn the technology.

6.5 Empirical results

6.5.1 Basic results

I start from basic pooled OLS estimates. Table 8 presents a few attempts. Column (1) examines

the simple relationship between the product cycle intensity and IPP enforcement without any

controls. The coe�cient on the IPP is below zero, although I expect it to be positive. However,

the estimated coe�cients of �2 and �3 accords with my prediction, and are also signi�cant. The

promotion e�ect of IPP on the product-cycle trade increases with industry R&D level, but it stops

when the R&D intensity reaches a certain level. By adding the full set of controls in column (2),

the sample size reduces to almost one-�fth. the signs on major regressors of interest do not change,
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Figure 2: Industry spectrum is endogenously divided into three groups by z

Figure 3: Product cycle composition
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Figure 6: The e�ect of larger labor endowment in the North

Figure 7: The e�ect of larger labor endowment in the South
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Figure 8: The e�ect of innovation cost on cuto�s

Figure 9: The e�ect of adaptation cost on cuto�s
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Figure 10: The e�ect of stronger Southern IPP on cuto�s

Figure 11: 50-bin histogram of product-cycle intensity
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Figure 12: 50-bin histogram of R&D intensity

Table 1: Firm characteristics

Firm Quality Pricea
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Table 6: Cross-correlation: legal origin

Variables PC PR Bc Sc Fc Gc

PC 1.000

PR 0.065 1.000

Bc 0.011 -0.050 1.000

Sc -0.065 0.166 -0.220 1.000

Fc 0.064 -0.190 -0.659 -0.444 1.000

Gc -0.064 0.264 -0.137 -0.092 -0.276 1.000

Table 7: Cross-correlation: geography

Variables PC PR Distance

PC 1.000

PR 0.065 1.000

Distance -0.071 -0.033 1.000
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Table 8: Pooled OLS estimations

Dependent variable: Product-cycle intensity

(1) (2) (3) (4) (5) (6) (7) (8)

IPP -0.000285 -0.000671 -0.00352*** -0.00282*** -0.00190** 0.00234 0.00213 0.00136

(0.000579) (0.00214) (0.000485) (0.000598) (0.000946) (0.00181) (0.00223) (0.00225)



Table 9: Logit estimations

Dependent variable: Product-cycle intensity

(1) (2) (3) (4) (5) (6) (7) (8)

IPP 0.0119*** -0.0617*** 0.00214 -0.00177 0.00551 -0.0257 -0.0793*** -0.0758***

(0.00400) (0.0135) (0.00441) (0.00596) (0.00884) (0.0187) (0.0229) (0.0230)

IPP*R&D 2.103*** 2.611*** 0.285* 0.309 0.428* 1.236*** 1.328*** 1.302***

(0.298) (0.382) (0.149) (0.201) (0.253) (0.436) (0.424) (0.421)

IPP*R&D2 -8.746*** -10.23*** -1.178* -1.013 -1.040 -4.137** -4.590*** -4.497***

(2.359) (2.747) (0.645) (0.948) (1.225) (1.783) (1.732) (1.737)

FDI 0.0213 0.219*** 0.163*** 0.159*** 0.0753 0.0301

(0.0506) (0.0405) (0.0412) (0.0557) (0.0801) (0.0792)

Tari� -0.0128 0.0213*** 0.00414 -0.0212 -0.00940

(0.00891) (0.00605) (0.0129) (0.0135) (0.0144)

PCGDP -2.028*** -0.185* -0.346 -3.318*** -3.688***

(0.407) (0.108) (0.256) (0.601) (0.628)

Population 0.0820*** 0.0297** 0.0695*** 0.162*** 0.147***

(0.0165) (0.0117) (0.0170) (0.0265) (0.0267)

Finance -0.00804*** -0.00710*** -0.0164*** -0.0144***

(0.00135) (0.00143) (0.00210) (0.00212)

Corruption 0.206 0.688*** 0.535* 0.453

(0.192) (0.243) (0.303) (0.302)





Table 11: IV estimations: Legal origin

Dependent variable: PC

(1) (2) (3) (4) (5) (6)

IPP -0.0169*** 0.00323 -0.0143*** -0.00455** 0.00539 0.00413

(0.00146) (0.00338) (0.00132) (0.00232) (0.00339) (0.00390)

IPP*R&D 0.227*** 0.165*** -0.0577 -0.0430 -0.0446 -0.0426

(0.0373) (0.0425) (0.0397) (0.0512) (0.0568) (0.0558)

IPP*R&D2 -0.865*** -0.640** 0.150 0.0782 -0.0556 -0.0476

(0.271) (0.296) (0.202) (0.269) (0.301) (0.288)

FDI -0.0302*** -0.0421*** -0.0402*** -0.0347***

(0.0110) (0.00468) (0.00578) (0.0103)

Tari� -0.00736*** -0.00607*** -0.00630*** -0.00798***

(0.00155) (0.000840) (0.00137) (0.00147)

PCGDP -0.0181 -0.0551** -0.117*** 0.0546

(0.0777) (0.0239) (0.0294) (0.0703)

Population -0.00721** -0.00487*** -0.0107*** -0.00850**

(0.00351) (0.00160) (0.00217) (0.00372)

Finance 0.000350 0.000654*** 0.000517**

(0.000233) (0.000152) (0.000243)

Corruption -0.0172 -0.0611** -0.0123

(0.0400) (0.0278) (0.0385)

Capital -0.00951 -0.0149

(0.0223) (0.0226)

Skill -0.000284 0.0325

(0.0421) (0.0408)

Lagged IPP



Table 12: IV estimations: Geography

Dependent variable: PC

(1) (2) (3) (4) (5) (6)

IPP 0.0967*** 0.000207 1.166 0.00107 -0.000329 0.00967**

(0.0154) (0.00390) (1.600) (0.00306) (0.00413) (0.00475)

IPP*R&D 0.135*** 0.157*** 1.078 -0.111 -0.166 -0.149

(0.0443) (0.0437) (1.853) (0.0981) (0.151) (0.149)

IPP*R&D2 -0.930*** -0.617** -5.415 0.343 0.215 0.191

(0.300) (0.298) (8.426) (0.393) (0.571) (0.586)

FDI -0.0367*** -0.0431*** -0.0435*** -0.0289***

(0.0116) (0.00470) (0.00586) (0.00997)
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