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Despite the fact that over the years crystal chemists have discovered numerous 
semiconducting substances, and that modern epitaxial growth techniques are 
able to produce many novel atomic-scale architectures, current electronic and 
opto-electronic technologies are based but on a handful o f - 1 0  traditional 
semiconductor core materials. This paper surveys a number of yet-unexploited 
classes of semiconductors, pointing growth a o f  t o r  t h e  

unmanageably large number of a-priori possibilities, we emphasize the role that 
structural chemistry and modern computer-aided design must play in screening 
potentially important candidates. The basic classes of materials discussed here 
include nontraditional alloys, such as non-isovalent and heterostructural semi- 
conductors, materials at reduced dimensionality, including superlattices, zeo- 
lite-caged nanostructures and organic semiconductors, spontaneously ordered 
alloys, interstitial semiconductors, filled tetrahedral structures, ordered va- 
cancy compounds, and compounds based on d and f electron elements. A 
collaborative effort among material predictor, material grower, and material 
characterizer holds the promise for a successful identification of new el17.76 a291.12 To63.28116.88 291.121808111 1 rg
0KeTc
0 Tw23.281l of 
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take seriously far-out concepts like Kuwano's Gen- 
es is - -a  global network of PV power plants and super- 
conducting transmission lines. 

The terrestrial photovoltaic programs were begotten 
by the oil crises of the 1970s. Brought on by the sense 
of urgency of tha t  period, most PV research and 
development programs unders tandably suffer from 
the birth defect of a short-term outlook. This sense of 
urgency acted to discourage unconventional ideas. 
Instead, many projects simply followed up concepts 
developed and demonstrated elsewhere. It is clear 
that  soon-to-use technology must  be developed, and 
that  its development 
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provide references for fur ther  detail. 
The plan of this paper is as follows: we s tar t  (Band- 

Gap Tuning Through Formation of Random Alloys) 
by discussing how alloying of familiar materials  can 
lead to structures with designed band gaps. We will 
emphasize in this section the lesser known research 
opportunities in the field of alloys, namely formation 
ofnon-isovalent and non-isostructural alloys. We will 
then move (Use of Reduced Dimensionality Struc- 
tures for Photovoltaic Devices) to discuss the poten- 
tial use of quantum structures in photovoltaics, in- 
cluding short-period superlattices (illustrating how 
band gaps could be tuned using layer orientation, 
strain, and interfacial roughness), lateral  super- 
lattices, free-standing as well as caged nanocrystalline 
structures and one-dimensional organic semiconduc- 
tors. The next section (Band Gap Reduction Through 
Spontaneous Ordering of Semiconductor 

P(x) ~ [(l-x) PAC § xPBc] - b x ( l -x)  (1) 

where b is a bowing parameter ,  and PAC and PBc are 
the values of the respective properties in pure AC and 
BC. Each optical transit ion (e.g. FI~ v-~ F~c) has its own 
bowing parameter .  This simple technique of physical 
mixing was used, for example, to obtain 1.9 eV photo- 
voltaic materials  such as GaInP and GaA1As. There 
are two issues related with the use ofEq. 1 to obtain 
desired values of the band gap: 

�9 one needs to know the bowing parameter  b ex- 
perimentally or theoretically, and 

�9 one needs to know ifAC and BC are miscible 2-4, or 
to make them miscible if they normally are not. 

These two issues are discussed next. 

Finding  the Band Gap Bowing  Parameter  

To design a given band gap for an alloy between 
material  AC and material  BC, one needs to know the 
band gap of the constituents and the alloy's bowing 
parameter  b (Eq. 1). This problem was solved experi- 
mental ly for most isovalent alloys. We have tables of 
values of b for the common (III-V)I_ x (III-V) x or 
(II-VI)I. x (II-VI) X alloys. 2~ For values not measured,  
one can use theoretical estimates. The methods here 
range from simple pseudopotential-based virtual crys- 
tal models 5 to more quanti tat ive first-principle meth- 
ods.6~ Only the lat ter  methods give reliable estimates 
for the bowing of the spin-orbit splitting. 7 What  has 
been discovered in recent studies (e.g. Refs. 6-8) is 
that  the bowing phenomenon is a result  of the inter- 
play between size-mismatch and charge transfer,  so it 
cannot be simply calculated by a virtual crystal ap- 
proach. The new theoretical methods ~8 appear now 
capable of predicting the bowing even in not-yet-made 
alloys. 

An example of such nontraditional alloys are the 
non-isovalent alloys, e.g. (III-V)I_ x (IV)~, or (III-V)~_ x 
(II-VI) x or (II-VI)~_x (IV)2. Measurements  exist only 
for a few 
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Fig. 4. Schematic of the cage structure of a Y zeolite. 

One of the nontrivial problems to solve is that of the 
vapor diffusion inside the tubes without plugging 
them by the deposited semiconductor. Hence, it is 
essential to separate the loading (diffusion) cycle from 
the cracking cycle that is taking place at a higher 
temperature. A repeated sequence of loading and 
cracking cycles was found to be a convenient way of 
loading the zeolite structures. The semiconductor 
epitaxy is then completed by an annealing cycle. The 
entire process is monitored with a quadrupole mass 
spectrometer. Weight change measurements upon 
loading of the zeolite permit an assessment of the 
zeolite loading. 

Tomiya et al. 46b have performed such experiments 
using a Y zeolite cage matrix and germanium as the 
prototype semiconductor. Germane vapor was loaded 
in the zeolite cages. The presence of germanium was 
ascertained from the quadrupole mass spectrometer 
that showed the large germane incorporation and 
only release of hydrogen during the cracking cycle. 
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Fig. 5. Room temperature photoluminescence spectrum of a germa- 
nium Y zeolite loaded structure. 
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GaP or GaAs or ZnSe. 
The graphoepitaxial process could in fact play an 

important role in the formation of the semiconductor 
nanocrystals especially in the case of the mesoscopic 
zeolite structures which have amorphous walls. In 
proposing this approach for photovoltaic cells, we are 
of course hoping to reach the very high absorption 
coefficient expected from the 0D semiconductor net- 
work formed in this manner. The close proximity of 
the nanocrystals could ensure that a tunneling pro- 
cess will provide a transport process for the photo- 
carriers. Doping of these structures is hopefully readily 
achievable. Transport would take place by tunneling 
of carriers from one cage to another. 

Organic Semiconductors  

Organic dye molecules can be made very strong 
optical absorbers, 47 and they promise manufac- 
turability in foils and films. When used for solar cells 48 
that  are analogous to conventional photodiodes, or- 
ganic semiconductors have suffered from two disad- 
vantages. One is that the conventional deposition 
techniques introduce disorder which causes excessive 
carrier trapping. Recently, the preparation of single- 
crystalline organic films for optoelectronic applica- 
tions has been demonstrated; 49 it could be extended to 
solar cells. The second, and more fundamental, diffi- 
culty with organic absorbers is that they are built up 
of isolated, instead of connected, molecules--photegen- 
crated excitations, including charge carriers, must 
cross over from one molecule to the next to extract 
their energy. During tunneling and the associated 
trapping, much energy is lost. Therefore, we should 
seek to develop cross-linked organic systems in which 
the highly conducting n-electronic system of the light- 
absorbing chromophores is left intact. This work 
likely will rely on a collaboration between dye and 
metalorganic chemists and semiconductor physicists. 

BAND GAP REDUCTION THROUGH 
SPONTANEOUS ORDERING OF 

SEMICONDUCTOR ALLOYS 

It has recently been noted that numerous Group 
III-V alloys exhibit in vapor phase growth sponta- 
neous long-range ordering in the form of monolayer 
(AC)~/(BC) 1 superlattices in the (111) orientation (the 
CuPt-like structure). The degree of ordering is never 
perfect; it can however, be maximized in certain 
growth temperature ranges and substrate misori- 
entations. An extended list of observations of CuPt 
ordering is given in Ref. 19. In all cases, ordering 
occurred as a result of homogeneous alloy growth 
without sequential (shutter-controlled) exposures. 
Refs. 50 and 51 provide a general survey of some of the 
main observations. 

It is now understood that surface reconstruction 
could be responsible for the CuPt type spontaneous 
ordering in size-mismatched alloy. Figure 6 shows, 
for example, the calculated order parameter for a 
cation-terminated (001) Gao.sIn0.sP surface as a func- 
tion of temperature. 52 We see that if reconstruction is 
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Fig. 6. Calculated $1 order parameter 11 for a (001) cation surface of 
Gao.51no.sP as a function of temperature. When the surface is 
unreconstructed (dashed l ine) the fully ordered (T I = 1) structure 
disorders into the random alloy (11 = 0) at very low temperatures. When 
surface reconstruction is included (solid line), significant ordering 
persists at growth temperatures (~ 1000 K). 

neglected (dashed line) the CuPt ordering (rl = 1) 
disappears at very low temperatures, so at growth 
temperatures one expects but a random alloy (• = 0). 
On the other hand, if surface reconstruction is in- 
cluded in the calculation (solid line), significant or- 
dering persists even at growth temperatures. This 
shows that surface thermodynamics play a crucial 
role in promoting ordering. Naturally, growth kinet- 
ics would determine the extent of ordering, hence 
manipulation of growth parameters (choice of precur- 
sors, growth rates, fluxes, etc.) could maximize the 
size of the ordered alloy and the degree of ordering. 

This unique phenomenon of spontaneous ordering 
was predicted to alter the alloy's band gap in a 
significant way. 51 The basic reason can be appreciated 
as follows. Denoting superlattice (SL) states by an 
overbar and the homogeneous alloy states by angular 
brackets, folding relations show that in a monolayer 
(AC)I(BC)~ (111) superlattice the states at the F point 
are constructed from zincblende-like states at <F> + 
<Lm>. The folded zincblende states at this wave 
vector are coupled by the perturbing superlattice 
potential 5V(r). This coupling leads to a level repul- 
sion between'states of the same symmetry; i.e. the 
superlattice states are displaced relative to the 
unperturbed states. For example, the F-folding alloy 
states <F~c> and <Lie> couple through 5V, producing 
the superlattice states r~  ) and F~y) that are lowered 
and raised, respectively relative to the averages alloy 
states. The downward displacement of the ~1) (the 
conduction band minimum, or CBM) and the upward 
displacement of the ~(2) (the valence ban maximum, 3v 

or VBM) reduce the band gap. Theoretical details 
describing this t h i s  and a  T D e 4  1  1  r g 
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Table  HI. P r e d i c t e d  "2 S t r u c t u r a l  P a r a m e t e r s  a n d  
Estimated Band Gaps for 22 Possible 

Chalcopyrite-Structure Semiconductors 

C o m p o u n d  a (/k) u ~ Eg ( eV)  

ZnSiSb 2 6.077 0.270 0.961 0.9 
ZnGeSb 2 6.111 0.263 0.975 0.5 
CdSiSb 2 6.344 0.291 0.921 0.8 
CdGeSb 2 6.383 0.285 0.933 0.2 

MgGeP 2 5.656 0.277 0.947 2.1" 
MgSnP 2 5.774 0.250 1.000 1.8 
M g S i A s  2 5.804 0.284 0.935 2.0* 
MgGeAs 2 5.841 0.276 0.949 1.6 
MgSnAs 2 5.958 0.250 1.000 1.2 

MgSiSb 2 6.221 0.281 0.939 1.4 
MgSiSb 2 6.258 0.275 0.952 0.9 
MgSnSb 2 6.374 0.250 1.000 0.6 

HgSiP 2 5.740 0.296 0.913 1.6 
HgGeP 2 5.780 0.288 0.927 1.2 
HgSnP 2 5.909 0.262 0.977 0.8 
HgSiAs~ 5.926 0.294 0.916 0.7 
HgGeAs 2 5.966 0.287 0.929 0.2 

CuT1T% 6.299 0.233 1.034 0.9 
AgT1S 2 5.882 0.257 0.986 1.1 
AgT1S% 6.113 0.257 0.986 0.7 
AgTITe 2 6.529 0.257 0.987 0.6 

BeCN 2 3.847 0.313 0.883 8.2* 

*Indicates compounds most  likely to have a pseudodirect gap; a is 
the  lattice constant,  u is the  dimensionless cell-internal s t ructura l  
parameter ,  T1 = c/2a is the  te t ragonal  ratio. 

charge separation in space (producing current) is 
done with electrons and holes. Biological photo- 
converters employ many combinations of electronic 
excitation with electronic and ionic charge separa- 
tion. 66,67 For example, the energy provided by the 
electronic excitation may be channeled into a change 
in conformation of the protein which carries the light- 
absorbing chromophore. The consequence of this 
change in conformation is ionic charge transport,  
usually via the severing and formation of hydrogen 
bonds, a process whose net effect is hydrogen ion 
motion. 68 In this way, the optical excitation drives a 
hydrogen ion pump, providing the energy for the 
synthesis of ATP from ADP. A fundamental  s tudy of 
charge separation by ionic t ransport  in synthetic 
analogs of such biological systems may lead to the 
identification ofnonelectronic alternatives for charge 
transport,  or of charge t ransport  directly combined 
with energy storage. 

S T R U C T U R E S  WITH S E P A R A T E D  
A B S O R B E R  A N D  T R A N S P O R T  MATERIALS 

Spatial separation of the functions of electronic 
excitation from charge t ransport  may allow opti- 
mizing the two functions separately, opening the 
prospect of obtaining higher efficiency. The struc- 

tures best  suited to this function will combine islands 
of the absorber embedded in a matrix of a smaller-gap 
t ransport  material.  Such structures could be made by 
random nucleation of growth of a second phase in a 
start ing material,  or by controlled al ternat ing growth 
of the two phases. 

SUMMAR Y 

This paper outlines the general principles tha t  
afford controlled design of semiconductor band gaps. 
These involve four classes of methods: 

�9 Use of physical mixing (i.e. alloying). The essen- 
tial research opportunities here involve charac- 
terization of the bowing phenomena in unex- 
plored non-isovalent (Group II-VI/IV; II-VI/III- 
V, and II-VI/IV) and in non-isostructural  (e.g. 
chalcopyrite/zincblende) systems (Table I). 

�9 Use of reduced dimensionality. This includes 
tuning gaps by formation of superlatt ices with- 
out and with strain, the use of lateral  superlattice 
geometries, the use of free-standing as well as 
cage-confined nanostructures,  and the use of one- 
dimensional organic semiconductors. 

�9 Use of spontaneous ordering of semiconductor 
alloys to obtain new materials.  

�9 Use of direct chemical synthesis. This includes 
among others, new intersti t ial  compounds de- 
rived from zincblende (Table II), new substitu- 
tional compounds derived from zincblende (Table 
III), ordered vacancy compounds (Fig. 8), and 
compounds with d or f electrons. 

These principles of photovoltaic architecture con- 
st i tutejust  a few simple examples, aimed at illustrating 
how structural  chemistry and solid state theory can 
be used to significantly increase the data  base of 
technologically useful semiconductors. Clearly, col- 
laborative efforts among the new material  predictor, 
material  grower, and material  characterizer, could 
potentially orderTw
(III),  )  Tj
23..2 0 TD
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0.74 Tc
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